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Abstract—Dementia has emerged as a significant issue in task using methods such as magnetic sensors or touch panels
contemporary Japanese society. Assessing finger motor function  [3] However, these methods have mainly focused on assessing
is pivotal for diagnosing and rehabilitating individuals with only the first and second fingers, with limited attention given

dementia. In this study, we design a web application to gauge . .. .
manual dexterity through tapping exercises. Our fundamental to evaluating all five fingers. Additionally, a challenge with

concept combines finger identification using a web camera and these methods is that the instruction-giving aspect and the
tactile panel input to quantify finger actions. In our proposed input aspect are independent, making it difficult to conduct
methodology, we amalgamate real-time visuals captured by a  evaluations and analyses within an application.

web camera into the hand.js module within the MediaPipe The goal of this study is to address these Challenges by

framework, autonomously generating 21 critical finger data developi b ‘e fi o fi tor skill .
points. Concurrently, we establish touch panel control buttons cveloping a Web Service 1or measuring line motor skills using

on the web interface. In the context of the operating interface, the tapping task. The proposed service automates the execution
participants manipulate their fingers in sync with numbers or of the tapping task through simple interactions and records and
features displayed every two seconds and utilize touch panel evaluates the results automatically. Specifically, concerning
input to log button presses. This approach facilitates an all- . 4. we employ a USB fixed camera and a general-

encompassing assessment of finger motor aptitude. .
Index Terms—motor function, tapping task, finger dexterity, purpose computer. On the software front, we designed a web

IoT, image recognition, Web service interface for conducting tapping tasks. The system corresponds
to numerical and Japanese kana characters presented every two
I. INTRODUCTION seconds, allowing it to record data of buttons pressed on the

touch panel. Concurrently, utilizing a pre-trained model based
In recent years, Japan has been experiencing a rapid aging  on images from the USB camera, the system can also capture
population, leading to concerns about the increasing number changes in finger recognition features.
of dementia patients. Dementia is a condition characterized by Based on our proposed methodology, we proceed with
a decline in memory and cognitive functions, which hinders  gystem implementation. As a key technological aspect, we
everyday life and social interactions. The number of dementia  ¢oordinate a web server built with node.js and a MongoDB
patients in Japan is projected to rise in the future. Against database to collect and store the two-dimensional coordinates
this societal backdrop, there has been a growing interest in  of 21 finger key points obtained from the finger recognition
healthcare for dementia. Dementia not only leads to a decline  framework called MediaPipe. Furthermore, we organize the
in cognitive functions but also affects motor functions. In  experimental scenarios and provide examples of visualizing
particular, Alzheimer’s disease is known to be associated feature changes through graphs. The outcomes of this research
with a noticeable decline in motor function [1]. Research has  epable the measurement of fine-grained variations in finger
been conducted to diagnose dementia in its early stages by motor function, holding the potential for cognitive function
measuring changes in motor functions such as fine motor skills  45sessment and prevention. The remainder of this paper is
and walking abilities in dementia patients [2]. organized as follows. Section II introduces the preliminaries of
A method commonly employed to detect a decline in fine  the related work and technilogies for tapping task. Section IIT
motor skills is the tapping task. The tapping task involves produces a complete description of the proposed method. The
the experimenter providing instructions, often using numbers  implementation and discussion of the proposed Web service
or other cues, and assessing whether the subject can move  for measuring motor function are presented in Section IV,
their fingers appropriately in response to these instructions. followed by conclusions in Section V.
Traditional methods relied on providing instructions on paper
or other physical mediums, with the experimenter visually
assessing the results. However, this approach posed significant A. Tapping Task for Measuring Motor Function
burdens on both the experimenter and the subjects. Efforts One of the methods used to measure motor function quanti-
have been made to automate the evaluation of the tapping tatively is the tapping task. The tapping task involves tapping

II. PRELIMINARIES

Authorized licensed use limited to: Kochi University of Technology. Downloaded on March 05,2024 at 01:51:59 UTC from IEEE Xplore. Restrictions apply.
1



2 Seconds 2 Seconds

2 Seconds 2 Seconds

2 Seconds %
7 2 Seconds %

2 Seconds

2 Seconds

Fig. 1. Examples of presenting number and Japanese Kana in a tapping task.

a pad or a similar surface with one’s finger in response to
periodic stimuli, often visual. Cognitive and motor functions
can be evaluated by assessing how quickly and accurately
individuals respond to the presented stimuli [4]. In this study,
we propose an overview of a tapping task conducted through
a web service. Examples of presenting number and Japanese
Kana in a tapping task are illustrated in Figure 1.

Before performing the tapping task, numbers or features
are assigned to the fingers of both hands. The web service
then presents random numbers or features every two seconds,
and participants move the finger corresponding to the pre-
sented number to touch a specific area on the screen. The
tapping task consists of two variations: the normal task,
where participants touch the presented number or character
immediately, and the n—back task, where participants respond
to the number or feature presented one step before the current
one.

B. Related Work

There are several related works on devices used for measur-
ing tapping tasks. One method explored in research involves
using devices equipped with magnetic sensors to measure
finger movements during tapping tasks [5]. Magnetic sensors
offer the advantage of accurately measuring finger distance
data; however, they require specialized equipment, which
presents a challenge.

Another measurement method investigated is based on touch
panels [6]. When using touch panel devices, there are several
challenges to consider. Many touch panels determine input as a
binary response (touched or not), and there are limited options
for continuously assessing input strength. In addition, these
methods do not record movements if a touch is unresponsive.
Furthermore, it is worth noting that these previous studies
have primarily focused on evaluating only the first and second
fingers rather than assessing all five fingers simultaneously.

C. Technical Challenges

We will enumerate the current challenges related to the goal
of quantitatively evaluating tapping tasks:

The first challenge involves the difficulty of appropriately
recording the measured information. Traditional methods rely
on presenting numbers written on paper, for example, as
stimuli and visual observation confirm the subject’s fingers’
movement. While this method does not require specialized
tools, it has drawbacks, such as the inability to review results
later and reliance on the experimenter’s subjective judgment
for measurement standards. Additionally, using raw video

footage, such as from cameras, is undesirable from a privacy
perspective. Methods utilizing touch panels offer the advantage
of recording digital information. However, they face the issue
of being unable to record finger movements when the subject
fails to touch accurately or when a touch goes unregistered.

The second challenge is the requirement for special equip-
ment and procedures. As mentioned earlier, the methods
used in the preceding research in Section II-B allow for
recording fine-grained data on finger movements but demand
dedicated sensors. In conducting tapping tasks, subjects, and
experimenters should be able to operate without requiring
in-depth knowledge of digital devices. Moreover, the device
setup should be straightforward, such as simply turning on the
terminal’s power.

The third challenge is to facilitate result viewing and
assessment. Making tapping task accuracy rates and the distri-
bution of results for each finger easily visualizable would be
desirable. It would enable both experimenters and subjects to
review the results and make them useful for future reference.
For this, proper data recording and processing are necessary.

D. Advantage of IoT Device and Web Server

In this study, we contemplate conducting and evaluating
tapping tasks as a web service. There are primarily three ad-
vantages to measuring cognitive function using a web service.

The first advantage is leveraging Internet of Things (IoT)
devices as input sensors. We use web cameras and touch
panels to recognize finger movements. This approach can
be implemented inexpensively since no special equipment or
facilities are required.

The second advantage is the convenience of operation as it
runs within a web browser. We can perform measurements
and record data efficiently through simple interactions by
conducting stimulus presentation and measurement within a
single web application.

The third advantage is managing measurement results using
a web server. Storing measurement results on a web server
allows for easy comparison of results and facilitates utilizing
these results in other services.

E. Collecting Data with Touch Panel

To conduct the assessment of tapping tasks within a web
application, touch panel recognition is employed. This involves
connecting a tablet-type monitor device equipped with a touch
panel to a notebook PC running a web browser, utilizing it as
both a display screen and an input device. The recognition
of touch panel inputs is implemented in the HTML using the
specifications of buttons.

F. Image Recognition Using Pre-Trained Model

In the web application developed in this study, we utilize
images of fingers captured by a web camera. To extract
feature points from image data and obtain coordinate data,
we employ image recognition technology using a pre-trained
model. The pre-trained model leverages MediaPipe Hands [7],
which is publicly available, to automatically output the 2D XY
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coordinates of 21 feature points on fingertip locations from live
images captured in real-time.

III. PROPOSED METHOD
A. Goal and Approach

The purpose of this study is to simplify the implementation
of tapping tasks and enable quantitative measurements. The
requirements necessary to achieve this goal are outlined below.
Requirement 1: No Complex Operations Required

Requiring complex operations during the task, not only on
the side of the participants but also for the experimenters,
can lead to stress during the implementation and decrease
experiment speed and measurement accuracy. Hence, it is
essential to prominently display only the necessary buttons and
input fields, making the operation methods as straightforward
as possible.

Requirement 2: Clear Presentation of Results

It is necessary to analyze the obtained results and present
them in an easily understandable format. The information to be
displayed includes whether the given stimuli match the actions
of the participants and the reaction times.

B. Overall Architecture

The overall architecture of the proposed service is illustrated
in Figure 2. The proposed service consists of three main com-
ponents: user registration, experiment execution, and result
viewing. It is assumed that only the participants operate the
system during the experiment execution phase, while the other
components are intended to be operated by experimenters.

C. Module 1: Initial and Experiment Implementation Screen

1) Module 1-1: User Registration Screen: The flowchart for
experimenting is depicted in Figure 3. Upon starting the ser-
vice, the experimenter can choose between conducting the ex-
periment or viewing the results. If they choose to experiment,
they input a username and complete the registration process.
After registration, the screen transitions automatically. When
viewing the results, the experimenter selects the username they
registered during the experiment and displays a list of dates
and times.

Input Username

Define Experimental
Method

Can hand
recognition?

Yes

|

No

Perform the Task

Return to \
Initial Screen

Fig. 3. The flowchart for experimenting.

-

2) Module 1-2: Experiment Execution Screen: Once the
username input is completed on the User Registration Screen,
the screen automatically transitions to the Experiment Exe-
cution Screen. Next, the experimenter configures information
such as the number of times numbers or characters are dis-
played and whether to perform the normal or n-back task.
Subsequently, adjustments are made to position the subject’s
hand in front of the webcam to record it. During this process,
the experiment can begin once the webcam correctly recog-
nizes the hand. This precaution is taken to avoid starting the
experiment without hand recognition, which would result in
no data being recorded. Once the hand is correctly recognized,
the start button becomes operational. Upon pressing the start
button, the tapping task commences. After completing the
specified number of displays, the tapping task automatically
transitions back to the initial screen.

D. Module 2: Integrating Image Recognition and Touch Panel

1) Module 2-1: Real-Time Replication of Feature Points
through Image Recognition: During the experiment, hand
image data is captured by a webcam. The captured image data
is processed using the hands. js library, which extracts only
the feature points and records them as coordinate data. While
the coordinate data can be overlaid on top of the image data
for visualization, it is set to be hidden by default during the
experiment.

2) Module 2-2: Algorithm Design for Touch Panel Mea-
surements: The touch panel measurements are performed
using ten buttons at the bottom of the experiment execution
screen. Participants place their fingers on the buttons and
conduct measurements by touching the corresponding button
in response to stimuli. The web application determines whether
the touched button corresponds correctly to the stimulus and
uses this information when displaying results. It is designed to

Authorized licensed use limited to: Kochi University of Technology. Downloaded on March 05,2024 at 01:51:59 UTC from IEEE Xplore. Restrictions apply.

3



Present Number
or Japanese Kana

Ko

Can input by
touch panel?

No

Is ita correct input?

Determine Incorrect %

Yoy Answer

Return to
Initial Screen )

Fig. 4. The flowchart for assessing the input accuracy.

be considered correct only when the given stimulus and button
correspond accurately and when the button is not pressed
multiple times. If it is correct, the time taken until the button is
pressed is recorded as the reaction time. The flowchart of the
algorithm for assessing the input accuracy through the touch
panel is depicted in Figure 4.

E. Module 3: Viewing Experiment Results

From the initial screen, we can navigate to the screen
to view the experiment results. By selecting the username
registered during the experiment execution, we can access the
results of tasks performed by that user. After selecting a user,
we can display the results in JSON format, view a bar graph
of accuracy rates, and observe the accuracy trends for each
session as a line graph.

F. Building and Linking Databases

The data recorded through measurements is sent to a Mon-
goDB database [8]. The transmitted data is divided into hand
image and touch panel recognition data, each stored separately.
An example format for retrieving data from the database is
presented in Table I.

IV. IMPLEMENTATION
A. Technologies Employed

The service proposed in this study is executed in a web
browser using node. js [9]. We utilized the “Hands” feature
within the MediaPipe [10] framework to recognize hand
images. Furthermore, we incorporated MongoDB to store
information in a database for data recording. Table II com-
prehensively lists the technologies and frameworks utilized in
the proposed service.

Finger Recognition Motor Test

To start a test, click “"Go to login screen." To view
past test results, click " View record." To output a
graph, click “*Output graph."

Go to login screen View record

Fig. 5. A screenshot of the service’s starting screen.

Login

Please enter your name and then press the button

Start finger
movement
measurement

Clear name

Fig. 6. A screenshot of the username registration screen.

Finger Recognition Motor Test

Select the number of times and display type (current, previous) and press the Start button
The Start button will not move until your finger is correctly recognized

/

()

® Current O Previous

Testing

®123.. 0 BLY>

=l
) J:]

(]

Fig. 7. A screen for experimenting

B. Function Explanation and Workflow During Usage

To begin with, in the initial screen, the experimenter selects
whether to conduct an experiment or view results through
button input, triggering a branching of scenarios.

Scenario 1: Conducting the Experiment

Figure 5 illustrates a screenshot of the service’s starting
screen. Initially, the experimenter enters the subject’s username
and registers it. The registered username is necessary for
later reviewing records. Figure 6 displays a screenshot of the
username registration screen. Next, the experimenter specifies
the format of the experiment and the number of times the
stimuli will be presented. Subsequently, after confirming that
the subject’s hand is correctly recognized, the experimenter
presses the Start button to initiate the tapping task. Once the
tapping task is completed, the screen automatically transitions
back to the initial screen, enabling the next steps. Figure 7
depicts the screen for experimenting, and Figure 8 illustrates
the data collection process within the proposed service.
Scenario 2: Viewing Results

In the results viewing section, an example of the user
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TABLE I
AN EXAMPLE FORMAT FOR RETRIEVING DATA FROM THE DATABASE.

Functions

URL Parameters in node. js

Get All UpdateTime
Get All Data
Get Specific Data

app.get(’/userN=:userN/dbN=:dbN/itemN=:itemN/getAllUpdateTime’
app.get(’/userN=:userN/dbN=:dbN/itemN=:itemN/getAllData’
app.get(’/userN=:userN/dbN=:dbN/itemN=:itemN/updateTime=:update Time/get’

TABLE II
LIST OF TECHNOLOGIES AND FRAMEWORKS USED.

Name Version
Google Chrome 113.0.5672.127
Node.js 11.0.0
MongoDB 359
MediaPipe -

Fig. 8. The data collection process within the proposed Web service.

selection screen in result viewing mode is shown in Figure 9.
Users can choose a username and display a data list for each
user ID. From this list, they can select the data they wish
to view, allowing them to examine input data in JavaScript
Object Notation (JSON) format. Figure 10 shows an example
JSON file containing touch panel input data, and Figure 11
illustrates an example JSON file containing coordinate data
recorded through finger recognition.
Scenario 3: Visualization via Graphs

When viewing results, after selecting a username, users
can choose the graph display checkbox to view bar graphs
displaying accuracy for each measurement or line graphs
showing the accuracy trends. Multiple graphs can be compared
side by side by selecting graphs for multiple measurements.
Figure 12 displays a screenshot of the graph display screen.

C. Discussion

The service proposed in this study has enabled the rapid
execution and recording of experiments. Specifically, input
through a touch panel allows real-time correctness assess-
ment during execution, making determining accuracy from
the records easy. Additionally, managing user names in the
database facilitates the comparison of results from multiple
tapping tasks conducted by the same subject. However, the

Data Viewing

Click on the name to jump to the respective data

Data List
Name Count Latest Date and Time
guest03081004 3 2023-03-08 10:36:45.707
hoge 4 2023-03-08 19:49:57.674

Fig. 9. An example of the user selection screen in result viewing mode.

“_id”": "6407e450bc32470a14e250be”,
“name”: “guest03081004”,

“al|Data”: [
[
{
“data”: 4,
“time”: "2023-03-08 10:26:27.938",
“responseTime”: 1063
1
1,
“shownVal”: [
4,
1,
8,
2,
5

1.
“updateTime”: “2023-03-08 10:26:40. 874",
“rule”: “current”,
“result”: [
1,

0,
1,
1
1

]

Fig. 10. An example JSON file containing touch panel input data.

current service has some challenges. Results are output in
JSON format, which lacks readability. Furthermore, there is
no direct association between the image recognition results
and the correctness determination of tapping tasks.

To address the above challenges, several methods can be
considered. One approach is to enhance the presentation of
results, such as displaying them in easily understandable
formats like graphs, which would facilitate comparisons. An-
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“_id”: “640931b4cabab827085¢c243",
“name”: “i”,
“alData”: [
[
{
“data”: [

“x": 0.6554007530212402,
“y”1 0.07934701442718506,
“z": 4.887745035375701e-7

“x": 0.6103296279907227,
“y”:0.11991216987371445,
“z": -0.02835012972354889

“x”: 0.5850882530212402,
“y”: 0.17868968844413757,
"z -0. 04[775778576731682

“x": 0.5738803744316101,
“y”: 0. 24628445506095886,

Fig. 11. An example JSON file containing coordinate data recorded.

guest03081004’s Data Viewing

Data List

Finger Recognition Graph

. __ () Line Graph of Correct Rate
Touch Panel Finger Recognition
Bar Graph of Correct Rate

2023-03-08 10:26:40.874 | Open JSON File Open JSON File
2023-03-08 10:33:34.550 Open JSON File Open JSON File
2023-03-08 10:36:45.707 Open JSON File Open JSON File

Latest Date and Time

(O Line Graph of Correct Rate

(O Bar Graph of Correct Rate
Line Graph of Correct Rate

Bar Graph of Correct Rate

1.00

PR PR PL SRS A

2023-03-08 10:36:45.707

Fig. 12. A screenshot of the graph display screen.

other approach is representing accuracy, making significant re-
sults more easily discernible. Additionally, leveraging machine
learning techniques may enable the use of hand motion recog-
nition results for correctness determination. By implementing
these methods, the service can overcome its current limitations
and offer improved functionality for experiment execution and
data analysis.

V. CONCLUSION

In this study, we propose a web service to streamline the
execution of tapping tasks. Our proposed service involves
recognizing input through a touch panel, recording finger
movements through image recognition, and automatically cal-
culating accuracy. It is expected to reduce the workload for
experimenters and participants due to its user-friendly features,
such as simplified experiment execution and recording. As
improvements to our proposed service, we suggest presenting
the results of tapping tasks in a more visually accessible format
using graphs and image recognition to evaluate tapping task
performance. In addition to these enhancements, conducting
experiments with participants and incorporating their feedback
will refine the service.
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