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Abstract—Cognitive API is API of emerging AI-based cloud
services, which extracts various contextual information from
non-numerical multimedia data including image and audio. Our
interest is to apply image-based cognitive APIs to implement
smart and affordable context sensing services in a smart home.
However, since the existing APIs are trained for general-purpose
image recognition, they may not be of practical use in specific
configuration of smart homes. In this paper, we therefore propose
a method that evaluates the feasibility of cognitive APIs for
the home context sensing. In the proposed method, we exploit
document similarity measures to see how well tags extracted
from given images characterize the original contexts. Using the
proposed method, we evaluate practical APIs of Microsoft Azure,
IBM Watson, and Google Cloud for recognizing 11 different
contexts in our smart home.

Index Terms—smart home, contexts, cognitive API, document
similarity

I. INTRODUCTION

With the rapid progress of ICT and Internet of Things (IoT)
technologies, research and development of smart homes have
been actively conducted. In smart homes, it is common to use
ambient and/or wearable sensors such as temperature, humid-
ity, motion, and accelerometer in order to retrieve contexts of
users and homes. Typical systems include an elderly watching
system using human motion sensors [1], and a daily living
activity sensing system for elderly people using environmental
sensors [2].

Using multimedia data, such as image and audio, for home
context sensing is promising for value-added smart services,
since the multimedia data contains richer information than the
conventional sensor data. However, recognizing multimedia
data generally requires massive computation. It was thus
unrealistic for general households to install and maintain such
an expensive system at home.

In recent years, world’s cloud companies such as Microsoft,
IBM, and Google, released cognitive services. A cognitive
service provides the capability to understand multimedia data
based on sophisticated machine-learning algorithms powered
by big data and large-scale computing resources. Typical ser-
vices include image recognition, speech recognition, and natu-
ral language processing. A cognitive service usually provides
cognitive APIs (Application Program Interface), with which
developers can easily integrate powerful recognition features
in their own applications. We consider that the cognitive APIs
make full use of multimedia data, therefore, they have great

Fig. 1. Usage of image recognition APIs of cognitive services

potential to improve smart homes since the user would no
longer need to maintain an expensive system.

Although various kinds of cognitive APIs exist, we espe-
cially focus on image recognition APIs in this paper. An
image recognition API receives an image from an external
application, extracts specific information from the image,
and returns the information as a set of words called tags.
Figure 1 represents the usage of image recognition APIs. The
information of interest varies between services. For example,
MS-Azure Face API [3] estimates age, sex, and emotional
values from a given human face image. IBM Watson Visual
Recognition [4] recognize items in the image such as home
appliances, furniture, and tools. Google Cloud Vision API [5]
outputs concept labels associated to recognized objects.

Our interest is to apply these image recognition APIs to
implement smart and affordable context sensing at home. More
specifically, we aim to realize a system, where a simple edge
system just capturing and pre-processing images is deployed at
home, and all heavy tasks of image recognition are delegated
to the cognitive service in the cloud. Note, however, that the
existing cognitive APIs are trained for general-purpose image
recognition. Therefore, the API may not be of practical use
for our specific purpose of the home context sensing.

The goal of this paper is to propose a method that evaluates
the feasibility of cognitive APIs for a home context sensing.
Since the detailed configuration varies from one house to
another, the feasibility would be different among individual
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smart homes. However, using the proposed method, one can
reproduce the experiment with different configurations. Also,
one can understand the coverage and limitation of APIs
towards specific home contexts.

In the proposed method, we first capture images of different
contexts. Afterward, we send the image to cognitive API to
retrieve tags from the images. Finally, we evaluate the per-
formance of the APIs by checking if the tags can sufficiently
characterize (or distinguish) the context shown in the original
image. Our key idea of evaluation is to regard a set of tags
(obtained from an image) as a document (corpus), and to
apply document similarity measures [6] to see how clusters
of contexts are constructed. More specifically, we evaluate the
document clusters, with respect to the internal cohesion and
external isolation. That is, we see if images belonging to the
same (or different) context(s) are associated with similar tags
(or dissimilar tags, respectively).

Based on the proposed method, we have conducted an
experiment. In the smart home space of our laboratory, we
collected images of 11 different contexts: general meeting,
reading, cleaning, eating, gaming, no people, personal meet-
ing, studying, sleeping, touching smartphone, and watching
TV. We then sent the images to three cognitive APIs to retrieve
tags from the images: Microsoft Azure Computer Vision API
[3], IBM Watson Visual Recognition [4], and Google Cloud
Vision API [5]. Finally, we analyzed the retrieved tags using
Term Frequency - Inverse Document Frequency (TF-IDF) [7]
and cosine similarity.

The experimental results showed that among the three
cognitive APIs, there was no significant difference in the per-
formance of the internal cohesion. Tags produced by Google
Cloud Vision API tend to be more similar with each other,
compared to tags produced by Microsoft Azure Computer
Vision (or IBM Watson Visual Recognition). As for the
external isolation, we found that background objects irrelevant
to the context would produce a steady bias component. It was
shown that removing the bias by subtracting tags produced
by the context “no people” improved the performance of the
external isolation.

II. PROPOSED METHOD

In this section, we present a method that evaluates and
compares the capability of multiple image recognition APIs,
for a given set of home contexts.

Figure 2 depicts the essential part of the proposed method.
In the figure, {c1, c2, · · · , cm} represent a given set of home
contexts. For each context, we collect n images at home,
and then send the images to cognitive APIs. Finally, we
evaluate the performance of the APIs, by analyzing the output
tags. More specifically, the proposed method consists of the
following six steps:
Step1: Acquiring images

A user of the proposed method deploys an image capturing
device (e.g., USB camera) in the target space, and configures
the device to take snapshots of the space periodically with an
appropriate interval.
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Fig. 2. The flow from context label setting to analysis of results

Step2: Defining home contexts to recognize
The user defines a set C = {c1, c2, ..., cm} of home contexts

to be recognized by the cognitive API.
Step3: Selecting representative images

For each context ci ∈ C, the user manually selects rep-
resentative n images IMG(ci) = {imgi1, imgi2, ..., imgin}
that well expose ci, from all images obtained in Step 1.
Step4: Calling cognitive API

The user designates a set API = {api1, api2, · · · , apiq} of
cognitive APIs to be evaluated. For every ci ∈ C, imgij ∈
IMG(ci), and apik ∈ API , apik(imgij) is invoked, and
a set Tag(imgij , apik) = {w1, w2, w3, ...} of output tags is
obtained. Tag(imgij , apik) represents a recognition result for
cognitive API apik for an image imgij belonging to a context
ci. The size of Tag(imgij , apik) varies for imgij and apik.
Since there are m contexts, n images for each context, and q
APIs, this step creates totally m× n× q sets of output tags.
Step5: Analyzing output tags

Regarding every set Tag(imgij , apik) of output tags as
a document, the method calculates the similarity, which is
denoted as ‘≈’, between any two of documents using a certain
method of document similartity measure.

For each apik, we evaluate the performance of apik of con-
text recognition, with respect to internal cohesion and external
isolation. The internal cohesion represents a capability that
apik can produce similar output tags for images in the same
context. That is, for ci ∈ C, we evaluate Tag(imgij , apik) ≈
Tag(imgij′ , apik). On the other hand, the external isolation
represents a capability that apik can produce dissimilar output
tags for images in different contexts. That is, for cx ̸= cy , we
evaluate Tag(imgxj , apik) ̸≈ Tag(imgyj′ , apik).

Regarding the calculation of document similarity, there
exists a variety of methods in the field of natural language
processing. One of most basic methods is to use TF-IDF
and the cosine similarity [7]. Modern techniques include
Word2Vec [8] and Doc2Vec [9]. The selection of the similarity
measure is left for the user of the proposed method.
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TABLE I
EXPERIMENT SETTINGS

Target space Smart space in CS27 Nakamura Lab
Image accumulation period 7 Days
Shooting method USB camera
Image Resolution 1280× 1024
Number of contexts (m) 11
Number of selected images (n) 10
Number of APIs (q) 3
Document vectorization TF-IDF
Document similarity metrics Cosine similarity

III. EXPERIMENTAL EVALUATION

A. Experimental Set up

Using the proposed method, we evaluate the feasibility
of Microsoft Azure Computer Vision (Azure) API [3], IBM
Watson Visual Recognition (Watson) [4], and Google Cloud
Vision API (Google) [5], for context sensing of a smart
space in our laboratory. Table I summarizes settings of the
experiment.

In this experiment, we set the target space to be a smart
home space, which is a part of our laboratory. For Step 1, we
install an USB camera to acquire images of the daily activities
of members of the laboratory. We develop a program that takes
a snapshot with the USB camera every 5 seconds, and the
images are cumulated in a server during one week. In Step
2, we define 11 contexts: general meeting, reading, cleaning,
eating, gaming, no people, personal meeting, studying, sleep-
ing, touching smartphone, and watching TV. In Step 3, for
each context, we select 10 representative images considered
to expose the context well. The selection is done by visual
inspection so that the 10 images are chosen from as different
date and time as possible. In Step 4, the images are sent to the
three different APIs, and the total 330 sets of output tags (=
11 contexts × 10 images × 3 APIs) are obtained. In Step 5,
we use TF-IDF to encode each set of output tags to a vector,
and the cosine similarity to calculate the similarity.

B. Encoding Output Tags by TF-IDF

As mentioned in Step 5 in Section II, we evaluate the
internal cohesion and external isolation among the sets of
output tags. For the internal cohesion of API apik for con-
text ci, we want to see the similarity between output tags
Tag(imgij , apik) (j = 1, 2, ..., 10). Therefore, TF-IDF is
calculated among 10 documents for each context ci, regarding
each Tag(imgij , apik) (j = 1, 2, ..., 10) as a unique docu-
ment.

For the external isolation of API apik, we want see how far
a context cx is from another context cy . Therefore, TF-IDF is
calculated among 11 contexts ci (i = 1, 2, ..., 11), where we
join Tag(imgij , apik) (j = 1, 2, ..., 10) into a single document
Tag(ci, apik) that characterizes context ci. Once a pair of
documents is encoded as TF-IDF vectors xxx and yyy, we define
the similarity between the documents as

cos(xxx,yyy) =
xxx · yyy

||xxx|| · ||yyy||

which expresses the similarity by the angle formed by the
vectors. When the angle is small, the cosine value is close
to 1.0 (or -1.0), meaning that two documents are similar (or
dissimilar, respectively).

C. Results

Table II shows the result of the internal cohesion. The values
in the table show the average of cosine similarities of output
tags within each of the 11 contexts, produced by the three
APIs. According to the definition, the higher value represents
better performance, meaning that the API can produce similar
tags for images belonging to the same contexts. Although the
difference was not so significant, Google marked a slightly
better performance for the internal cohesion.

Table III shows the result of the external isolation. Each
entry shows a cosine similarity between Tag(cx, apik) and
Tag(cy, apik). According to the definition, the lower value
represents better performance, meaning that the API can
produce dissimilar tags for images belonging to different
contexts. In the experiment, we found that background objects
irrelevant to the context produced a steady bias component. To
remove the bias, we applied a pre-processing which subtracts
Tag(“No people”, apik) from every Tag(ci, apik). As the
result of the pre-processing, some output tags produced by
Google became empty, which means that the API could not
distinguish the context from “No people”. Azure and Watson
marked similar performance for the external isolation.

From the experiment, we obtained the following findings:
• Individual APIs have their own strong (or week) contexts.
• For home sensing with arbitrary contexts, we cannot

expect too much performance for the general-purpose
APIs without training.

• Depending on the target context, we should consider
appropriate pre-processing of the image to improve the
recognition performance.

IV. CONCLUSION

In this paper, we proposed a method that evaluates the
feasibility of image-based cognitive APIs towards the home
context sensing of smart home. Applying the document simi-
larity measure to the output tags produced from the image,
the proposed method evaluates the performance of image-
based context recognition with respect to the internal cohesion
and the external isolation. In the experiment, we evaluated
the feasibility of three different APIs towards context sensing
within our laboratory. The experimental evaluation shows that
we cannot expect too much performance for those general-
purpose APIs without training.

As future work, we investigate natures of cognitive APIs
to identify strong or week contexts, ideal home environment,
the way of capturing images, and so on. It is also important
to consider appropriate pre-processing of images to improve
the performance of context recognition. Integrating output tags
from different APIs to further improve context classification
ability is also an interesting topic.
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TABLE II
RESULT REPRESENTING THE INTERNAL COHESION OF OUTPUT TAGS

API G-meeting Reading Cleaning Eating Gaming No people P-meeting Studying Sleeping Smartphone TV
Azure 0.650 0.641 0.581 0.561 0.607 0.807 0.649 0.696 0.819 0.709 0.599

Watson 0.643 0.611 0.474 0.512 0.650 0.759 0.555 0.680 0.785 0.818 0.607
Google 0.679 0.780 0.727 0.564 0.821 0.738 0.708 0.670 0.784 0.844 0.690

TABLE III
RESULT REPRESENTING THE EXTERNAL ISOLATION OF OUTPUT TAGS (PRE-PROCESSING APPLIED)

Context API G-meeting Reading Cleaning Eating Gaming No people P-meeting Studying Sleeping Smartphone TV
Azure 1.000 0.528 0.645 0.576 0.412 0.000 0.815 0.188 0.230 0.402 0.336

Watson 1.000 0.143 0.222 0.616 0.271 0.000 0.222 0.137 0.037 0.281 0.184
Google 1.000 0.000 0.000 0.369 0.234 0.000 0.368 0.094 0.000 0.232 0.232
Azure 0.528 1.000 0.683 0.405 0.687 0.000 0.691 0.725 0.228 0.360 0.703

Watson 0.143 1.000 0.802 0.272 0.787 0.000 0.821 0.753 0.225 0.000 0.930
Google 0.000 1.000 0.000 0.000 0.482 0.000 0.000 0.913 0.000 0.000 0.000
Azure 0.645 0.683 1.000 0.447 0.579 0.000 0.794 0.642 0.204 0.308 0.593

Watson 0.222 0.802 1.000 0.471 0.733 0.000 0.747 0.625 0.344 0.154 0.812
Google 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Azure 0.576 0.405 0.447 1.000 0.315 0.000 0.536 0.185 0.178 0.394 0.278

Watson 0.616 0.272 0.471 1.000 0.371 0.000 0.374 0.395 0.145 0.191 0.322
Google 0.369 0.000 0.000 1.000 0.567 0.000 0.548 0.268 0.000 0.659 0.659
Azure 0.412 0.687 0.579 0.315 1.000 0.000 0.686 0.670 0.305 0.383 0.634

Watson 0.271 0.787 0.733 0.371 1.000 0.000 0.759 0.636 0.235 0.000 0.849
Google 0.234 0.482 0.000 0.567 1.000 0.000 0.763 0.791 0.000 0.861 0.861
Azure 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Watson 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Google 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Azure 0.815 0.691 0.794 0.536 0.686 0.000 1.000 0.536 0.262 0.461 0.534

Watson 0.222 0.821 0.747 0.374 0.759 0.000 1.000 0.920 0.195 0.117 0.886
Google 0.368 0.000 0.000 0.548 0.763 0.000 1.000 0.317 0.000 0.778 0.778
Azure 0.188 0.725 0.642 0.185 0.670 0.000 0.536 1.000 0.170 0.131 0.731

Watson 0.137 0.753 0.625 0.395 0.636 0.000 0.920 1.000 0.207 0.000 0.798
Google 0.094 0.913 0.000 0.268 0.791 0.000 0.317 1.000 0.000 0.408 0.408
Azure 0.230 0.228 0.204 0.178 0.305 0.000 0.262 0.170 1.000 0.394 0.187

Watson 0.037 0.225 0.344 0.145 0.235 0.000 0.195 0.207 1.000 0.000 0.253
Google 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000
Azure 0.402 0.360 0.308 0.394 0.383 0.000 0.461 0.131 0.394 1.000 0.258

Watson 0.281 0.000 0.154 0.191 0.000 0.000 0.117 0.000 0.000 1.000 0.158
Google 0.232 0.000 0.000 0.659 0.861 0.000 0.778 0.408 0.000 1.000 1.000
Azure 0.336 0.703 0.593 0.278 0.634 0.000 0.534 0.731 0.187 0.258 1.000

Watson 0.184 0.930 0.812 0.322 0.849 0.000 0.886 0.798 0.253 0.158 1.000
Google 0.232 0.000 0.000 0.659 0.861 0.000 0.778 0.408 0.000 1.000 1.000

No people

General meeting

Reading

Cleaning

Eating

Gaming

Personal

meeting

Studying

sleeping

touching

smartphone

Watching

TV
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