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Abstract—Recently, many studies about Activities of Daily
Living (ADLs) recognition have been conducted, which can
be applied to many real-life, human-centric problems such as
eldercare and healthcare. In our previous work, we have proposed
an ADLs recognition system based on non-intrusive environment
sensing. However, the overall accuracy of the system is only
about 70%. In order to improve the quality of the system,
based on the analysis of appeared problem, in this article a
new ADLs recognition system by using environment sensing and
Bluetooth Low Energy (BLE) beacon technologies be proposed.
By learning the Beacon RSSI log, get user position and movement
information, which will let the system better recognize ADLs.

Index Terms—Non-intrusive environment sensing, Beacon,
ADLs recognition, Machine Learning.

I. INTRODUCTION

In developed countries, more and more people are living in
one-person households (OPH). The high rates of OPH in those
countries leads to some social issues. According to [1] [2],
people in OPH loses control of life rhythm easily, and the loss
of life rhythm often leads to health deterioration. To maintain
the life rhythm, one has to keep a regular record of ADLs.
However, keeping manual recording requires strong mind and
patience. To automate the ADL recording in OPH are quite
promising. Many studies of the ADL recognition have been
conducted so far, for real-life and human-centric applications
such as eldercare and healthcare. Some approaches (e.g.,
[3] [4]) try to directly capture the living using camera, or
microphone. However, such systems are too intrusive of the
user in the sense that the daily living is exposed as it is.
There are many studies using state-change sensors, and/or
indoor positioning systems to recognize ADLs (e.g., [5] [6]).
However, those systems are also intrusive to a home property,
as the user has to install those sensors into the house and
objects. This usually causes expensive cost for deployment
and maintenance.

To overcome the limitations, in our previous work, we
have proposed a system that recognizes ADLs of OPH based
on non-intrusive environmental sensing with machine learn-
ing [7]. In the system, we exploit IoT-based environment-
sensing device, called autonomous sensor box (we simply
call SensorBox, hereinafter) [8]. However, tested by more
than a hundred trained models, the overall accuracy of ADLs
recognition is about 70%. The experimental results show that

the environment sensing data does not contain enough feature
value of ADLs. Feature value is data that is effective to identify
the ADLs.

According to the detailed result data, we considered the
problem is that the impacts of some ADLs on the indoor
environment attributes are similar. Based on the conclusion, in
order to improve the accuracy of recognition, it is necessary
to collect information created by residents to strengthen the
feature value of each ADL.

In this paper, we propose a new ADL recognizing system
based on non-intrusive environment sensing and BLE beacon
technology. The structure of proposed system and the con-
struction of ADLs recognition model will be described.

II. PRELIMINARY

A. ADLs Recognition

ADLs are the activities residents normally do, such as
sleeping, feeding themselves, bathing, work, cleaning. The
discovery and recognition of ADL is an essential function of
the system that provides necessary assistance to the residents
of OPH. Based on the results of this process, the intelligent
system can decide which action to take in order to support
the residents’ well-being and understand residents’ life rhythm
based on the regular record of ADLs.

Since the need of ADL recognition is great, researchers have
been studying and developing a number of methodologies to
tackle this problem. The approaches to the ADL recognition
can be divided roughly into two categories, depending on the
type of contextual information analyzed. The first category
uses multimedia data taken by video cameras or microphone
recordings, to capture the daily living directly. The second
category uses time-series data measured by various sensors,
including accelerometer, gyroscope, RFID, and power-meters
sensors.

Multimedia data: Brdiczka et al. [9] proposed a smart
home that takes videos of residents, and processes the video
to recognize activities. Although general people have been
resisted to the at-home video monitoring [10], the acceptance
of this technology in the home is increasing. On the other
hand, processing the video is computationally expensive.

Sensor data: Since taking video and audio exposes too
much information of daily living, it is considered to be

c⃝IPIN2017



intrusive to the life. Therefore, it is more appreciated to use
passive information. Hence, most of the current researches in
ADL recognition use sensor data. Researchers have found that
combining different types of sensor is effective for classifying
different types of activities.

Kusano et al. [11] proposed a system that derives life rhythm
from tracking elderly movement by using RFID positioning
technology. They install many RFID readers on the floor of
a house and ask participants to wear slippers with RFID
tags. The readers capture indoor location of resident. The
system reasons the life rhythm of the user from the time-series
location data. However, it is difficult to determine the exact
activity using the movement history. As a result, the accuracy
of ADLs recognition is low.

Munguia-Tapia et al. [5] focused on interactions of a res-
ident with an object of interest such as a door, a window, a
refrigerator, a key, and a medicine container. Munguia-Tapia
et al. installed state-change sensors on daily items to collect
the interaction data. Philipose et al. [12] attached a RFID tag
on every item and asked a participant to wear gloves with an
RFID tag reader. When the participant is close to the item, the
interaction is recorded.

Pei et al. [6] combined a positioning system and motion
sensors of a smartphone to recognize human movements in
natural environments. However, simultaneously turning on the
motion-sensors Wi-Fi and GPS increase drain the battery.

B. Challenges and Research Goal

Despite the ADL recognition (AR) has been widely studied
for a few years, there are not so many studies for One-Person-
Household (OPH). The unique characteristics of OPH are: the
resident is living alone and is often busy to do everything by
oneself. He/she does not want to change the own way of living
or pay for expensive systems just for monitoring ADLs.

As mentioned above, there are many existing systems that
use monitor camera, object-embedded sensors, and wearable
devices. However, we consider it difficult for people in OPH
to accept these technologies, because they are too exaggerated
and high cost of deployment. Although labs or companies can
manage the large-scale equipment, it is still too expensive to
deploy in OPH.

Our research goal is to minimize such limitations of the
conventional approaches and to achieve high-quality ADL
recognition of OPH.

III. PREVIOUS STUDY

In our previous work, an ADL recognition system based
on non-intrusive environment sensing technology has been
proposed. To minimize the intrusions and the cost, only envi-
ronmental sensing data are used for analyzing in AR model.
As the recognition model is based on supervised machine
learning algorithms, the system contains a training phase and
an operation phase.

In the training phase, it is essential to attach correct labels
of ADLs to training data by using LifeLogger, an appli-
cation, which is installed on user’s computer. And one or

Fig. 1: Testbed Apartment

Fig. 2: Confusion Matrix of Predicted Result

multiple SensorBoxs be deployed at where ADLs are well
observed as environmental measures. Then system begins to
collect environment attributes and upload the measured data
to the cloud server, whereas LifeLogger inserts the lifelog
into MySQL in the cloud data. Next, the two time-series
data are joined with the timestamp to form the training data.
Then, extracted feature values from training data are part of
feature engineering. Finally, based on the feature value of
every ADL, different models we built based on some popular
multi-classification algorithms, such as Logistic Regression,
Decision Forest, Neural Network.

In the operation phase, based on the trained AR model,
ADLs of residents are recognized and recorded automatically
with analyzing the stream sensors data.

A. Result of Experiment

We deployed the proposed system in a real apartment of
a single resident. As shown in Figure 1, the apartment is an
ordinary apartment in Japan, consisting of a bed/living room,
a bathroom, and a kitchen. two SensorBoxes were deployed,
one in the kitchen and one in the living room. The positions of
the SensorBoxes are marked by red pins in Figure 1. A total
of 269,833 rows of labeled sensor data were collected during
10 days within this apartment.



Fig. 3: New Propose System Architecture

However, the prediction accuracy of the obtained AR mod-
els is far lower than expected. The overall accuracy of all
ADL recognition is only about 70%, which is significantly
lower than other related studies. Figure 2 displays the result
of one trained AR model. It details the accuracy recognition of
each ADL. The overall accuracy of this AR model is 69.7%.
Despite the recognition accuracy of sleep cook and going out
were exceed over 84%, the recognizing accuracy of others
ADLs were very low.

IV. PROBLEM OF PREVIOUS SYSTEM

By analyzing the results of multiple trained models, the fact
that environment attributes are not sufficient to distinguish
some basic ADLs. For example, the 2nd row of the matrix
shows that the AR model cannot differentiate “PC-working”
and “Absence”. When the resident is at work in front of his
desktop PC, the system predicts nobody is in the room with
59.3% probability and it predicts user is sleeping with 17.9%.
The 3rd, 4th, 6th rows of the matrix show that the system also
fails to recognize clean, bath and eat. Moreover, by observing
the 5th row of data, we can see that the system also mistakenly
recognizes that no one in the room when the user is sleeping.

Obviously, the reason for this result is that the environment
states caused by those ADLs are similar. However, those
ADLs can be easily identified by the user’s position and
motion information. For example, for PC working and go out,
the 2 ADLs states of user’s position are obviously different.
Therefore, it is necessary to add new information on the
previous system to strengthen the feature values of every
ADLs.

V. PROPOSED METHOD

In order to solve the problem of previous work, the new
system will also collect information that reflects the user’s
position and movement status. To adhere to the original re-
search goal mentioned in section II-B, complex and expensive
indoor positioning system was excluded from the design. To
approach the goal, we consider using Bluetooth Low Energy
(BLE) Beacon which enables smartphones and other devices

Fig. 4: Screenshot of Lifelogger Tool

to sense close proximity by measuring the RSSI transmitted
from another beacon.

Figure 3 shows the architecture of proposed system. The
architecture of proposed system is similar to the previous
work. The system will be explained in detail as follow.

A. Data Collection

During initial several days, the resident needs to input
correct labels of ADLs, so that the system can learn the
ADLs from the environment sensing data. For this, we ask the
resident to use LifeLogger. Figure 4 shows the user interface
of LifeLogger. As shown in the figure, LifeLogger has eight
buttons, each of which corresponds to an ADL. When the
resident starts an ADL, he/she just press the corresponding
button to record the current ADL. Based on relevant studies
[2] [3], we have chosen eight types of typical ADLs (sleep,
eat, cook, working at PC, clean, bath, absence and other), and
registered them in LifeLogger. When the resident presses a
button, the system records the label, and stores it in MySQL
on a cloud server.



TABLE I: Training Data

DateTime vibration light motion gaspressure temperature humidity sound B1-RSSI B2-RSSI activityID
2017/2/19 3:33:02 495 1 0 98.8 13.33 35.84 50.15 -44 -64 5
2017/2/19 3:33:12 494 1 0 98.8 13.33 36.04 0 -47 -66 5
2017/2/19 3:33:22 494 1 0 98.8 13.33 36.04 51.62 -46 -64 5
2017/2/19 3:33:32 494 1 0 98.8 13.33 36.04 0 -46 -62 5

For the collection of sensor data, considering that the range
of sensible is only around the SensorBox, the box should
be put on where resident’s ADL is frequently conducted.
However, the layout of each house and living stay of each
single are different things from OPH to OPH. Hence the most
suitable position of SensorBox is also different from OPH to
OPH.

For the collection of beacon RSSI, a simple Beacon Mea-
suring System is deployed in user’s home. In the system, one
or multiple of beacon stations should be deployed in the user’s
living zone, and wearable device which uses BLE beacon
standard should be carried or put in closed position with
the user. By using an application developed by our research
group, the RSSI of each beacon station will be measured and
uploaded to the cloud server.

Training data be established by integrating the 3 time-series
data collected by SensorBox, Beacon measure system and
LifeLogger based on timestamp. Since data labeled as ’other’
was beyond the scope of the ADLs recognition, the data must
be noise. Table I shows the training data.

B. Feature Engineering

In our study, we get the feature value from training data, as
the following process.

First, analyzing activity-sensitive environment sensing sen-
sors. For accurate ADLs recognition, it is essential to identify
what environmental values in the sensing data well predict
the ADLs. Then, determining the size of time-window and
aggregating raw data within the time-window into one data,
to enhance the features of the time-series data. Typical aggre-
gation functions include MAX, MIN, AVG, STDEV, and so
on.

C. Establish Recognition Model

For the developed features of the training data, we apply
machine-learning algorithms, in order to construct a model for
ADLs recognition. We use popular classification algorithms,
including Logistic Regression, Decision Forest, and Neural
Network. By using these algorithms, we have constructed
prediction models that classify given environment sensor data
into one of the seven ADLs.

VI. CONCLUSION

Based on the result of previous work, in this paper, we
proposed a new system to improve the accuracy of ADLs
recognition by adding Beacon Measuring System to the orig-
inal system. To minimize the cost of deployment, the Beacon
Measure System be designed as simple, which collect and
upload raw data RSSI of beacon station. By analyzing the

stream RSSI data, the system can get the feature value that
cannot be provided by environment sensing data.

However, since the study is still in the primary stage, we
should evaluate the system by experiment results in our future
work.
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