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Abstract We have previously developed a voice control system for a home network system (HNS), using a mi-

crophone array technology. Although the microphone array achieved a convenient hands-free controller, a single

array had limitations on coverage of sound collection and speech recognition rate. In this paper, we try to overcome

the limitations by increasing the number of the microphone arrays. Specifically, we construct a microphone array

network using four separate arrays, and enhance algorithms of sound source localization (SSL) and sound source

separation (SSS) on the network. We also conduct an experimental evaluation, where precision of SSL and speech

recognition rate are evaluated in a real HNS test-bed. As a result, it is shown that the usage of multiple arrays

significantly improves the coverage and speech recognition ratio, compared with the previous system.
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1. Introduction

The home network system (HNS) is a core technology of

the next-generation smart house, achieving value-added ser-

vices by networking various household appliances and sen-

sors [1]. In the HNS, a variety of services and appliances

are deployed in individual house environment. Therefore, an

intuitive and easy-to-learn user interface is required.

The voice control is a promising user interface for the HNS,

since the user can operate a variety of appliances and ser-

vices by the speech only. It is easy to learn compared to

the conventional controllers or panels. However, most con-

ventional systems require users to use explicit microphone

devices, which is a burden on daily life in the house. To

cope with the problem, we are studying a hands-free voice

interface using a microphone array technology [2]. A micro-

phone array, comprised of multiple microphones in a grid

form, is a device for collecting high-quality sound within in-

door space. Using time differences of sound arriving to dif-

ferent microphones, it can enhance voice quality, estimate

a sound location, and separate multiple sound sources [3] [4].

By installing the microphone arrays on a wall or ceiling, users

can give the voice commands to the HNS from anywhere in

a room without realizing explicit microphone devices. In our

previous work [5], we have implemented a prototype system

using a 16ch single sub-array. However, the single array could

not achieve sufficient performance for practical use, specif-

ically, with respect to the coverage of sound collection and

speech recognition ratio.

In this paper, we try to overcome the limitations by in-

creasing the number of the microphone arrays. The previous

single array is now extended to a microphone array network,

comprised of four separate 4ch arrays. Algorithms of sound

source localization (SSL) and sound source separation (SSS)

are also revised to adapt to the multiple arrays. Finally,

we conduct an experimental evaluation of the developed sys-

tem within a real HNS test-bed. The result shows that the

coverage of sound collection is significantly expanded, and

that the speech recognition rate is improved more than 70%

within 5.0m in radius from the microphone arrays.

2. Previous Work

2. 1 Microphone Array Network

The microphone array is a sound collecting device

equipped with multiple microphones. Using the difference

of arrival time of a sound captured by each microphone, the

array can estimate the direction of the sound source and

control the directivity. Moreover, by suppressing the effects

of reflections and reverberation, the array can separate the

noise and extract a particular voice. The signal-to-noise ratio
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Fig. 1 Microphone array network.

(SNR) can be improved. The performance of the microphone

array can be improved significantly with the number of mi-

crophones. However, the computational complexity increases

polynomially [6] and more energy is required. To satisfy the

requirement of ubiquitous sound acquisition, it is necessary

to achieve a low-power and efficient sound-processing system.

To cope with the problem, we have proposed to divide the

huge array into sub-arrays communicating via a network, so

calledmicrophone array network [2]. The performance can be

improved by increasing the sub-arrays. However, the com-

munication between sub-arrays does not increase so much.

Fig. 1 presents a brief description of the proposed micro-

phone array network and a functional block diagram of a

sub-array. In each sub-array, 16ch of microphone inputs are

digitized with A/D converters, and stored in SRAM. Each

sub-array can perform the following three operations.

Voice Activity Detection(VAD)： detects the presence

or absence of speech.

Sound Source Localization(SSL)：estimates the position

of the sound source.

Sound Source Separation(SSS)：enhances the quality of

sound arriving from a specific location.

Using these operations, each sub-array yields a high SNR

audio data. By aggregating these data over the network,

the SNR can be improved further. We have been studying

the microphone array network from the fundamental and

theoretical aspect. The results include verification of pro-

totype [3] and complexity reduction of communications [4].

Design and implementation of practical systems using the

Fig. 2 Hands free voice interface using virtual agent.

microphone array network is our important challenge. The

application to the HNS, presented in this paper, is one of

such practical systems.

2. 2 Home Network System

The home network system [1] consists of a variety of house-

hold appliances (e.g., room light, television), and sensors

(e.g., thermometer, hygrometer). The appliances and sen-

sors are connected via a network. Each device has control

API to allow users or external agents to control the device

over the network. The HNS is a core technology of the

next-generation smart house to provide value-added services.

The services include personal home controllers, autonomous

home control with contexts like a user’s situation and exter-

nal environment, etc.

In our research group, we have implemented an actual HNS

environment, called CS27-HNS. Introducing the concept of

service-oriented architecture (SOA) [7], the CS27-HNS inte-

grates heterogeneous and multi-vendor appliances by stan-

dard Web services. Since the every API can be executed by

SOAP or REST Web service protocols, it does not depend

on a specific vendor or execution platform. Fig. 2 shows the

experimental room of CS27-HNS.

2. 3 Hands Free Voice Interface

Since a variety of appliances and services are deployed in

the HNS, intuitive and easy-to-learn human interface to con-

trol the HNS is required. The voice interface is a promis-

ing technology to implement a universal controller of the

HNS, since it can abstract heterogeneous operations in terms

of speech. Most conventional voice interfaces require using

close-talking microphones (e.g., ones with headsets or smart-

phones). However, carrying always such microphone devices

everywhere in the house burdens significant constraint in the

daily life.
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Fig. 3 Sub-arrays installed in ceiling of CS27-HNS.

To cope with the problem, we are developing a hands-free

voice controller with a microphone array [5], built in a ceiling

of CS27-HNS. The system is intended to allow users to speak

from everywhere without being aware of microphones, and

to achieve good quality of voice sampling in noisy environ-

ment. As shown in Fig. 2, the previous prototype used a

single microphone array. In addition, we are also employing

the virtual agent technology [8] [9], which can introduce affin-

ity and humanity in spoken dialog systems. By integrating a

virtual agent with our hands-free controller, we expect that

a user can enjoy operating the HNS through more natural

conversations with the agent. In Fig. 2, a user is talking to

an agent displayed on a TV, in order to operate appliances.

2. 4 Limitations of Previous Prototype

In our preliminary evaluation, the previous prototype had

the following limitations for practical use.

• The speech recognition rate was about 60%, which of-

ten mis-recognized appliance operations.

• The coverage of sound source localization (SSL) was

only 1.0 m in radius from the microphone array.

• The system could not tolerate noisy environment.

The major cause of the limitations is that the prototype had

a single microphone array only. By increasing the number of

arrays, we could expect to overcome the limitations.

3. Extension to Multiple Arrays

The goal of this paper is to deploy extra arrays to cope

with the above limitations. For this, we consider how to

place the arrays and revise the algorithm of SSL to adapt to

the multiple arrays. We then evaluate again the precision of

SSL and speech recognition rate, with the multiple arrays.

3. 1 Placement of Sub-Arrays

Fig. 3 shows the placement of microphones and sub-arrays

in the proposed system. Each sub-array has four micro-

phones in the each corner of a square acrylic plate. The

acrylic plate is a square 30 cm and the interval between a

pair of microphones is 22.5 cm.

As shown in Fig. 3, the four sub-arrays are arranged in

Fig. 4 How to calculate compromise point.

square in the ceiling. In our preliminary study [5], it was

shown that the distance between a pair of sub-arrays should

be wide to improve the sound source localization (i.e., cov-

erage of the system), while the distance should be short to

improve the sound source separation (i.e., quality of sound).

We embed hooks in the ceiling so that we can suspend the

sub-arrays with 3 different distance configurations: 45 cm,

90 cm and 135 cm. In this paper, we take the medium con-

figuration, i.e. 90cm, to evaluate the whole system.

3. 2 Sound Source Localization (SSL) with Multi-

ple Arrays

To achieve SSL with the four sub-arrays, we choose MU-

SIC algorithm [10]. This algorithm can achieve high resolu-

tion of sound localization with a relatively few microphones.

The algorithm first estimates, for each sub-array, a rela-

tive direction of a sound source by calculating sound source

probabilityP (θ, ϕ).

The algorithm then localizes the absolute sound source lo-

cation by obtaining intersection of the estimated directions.
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Fig. 5 Delay-and-sum beamforming / distributed processing.

A brief description is presented in Fig. 4(a). In a three-

dimensional space, we do not always obtain exact intersec-

tion. Hence, we alternatively adopt the shortest line segment

that connects two vectors pi and pj . We infer a point qij that

divides the shortest line segment by ratios of P (θ, ϕ)’s. The

sound source s is virtually determined as a center of gravity

from the obtained intersections.

In a real environment, however, the virtual intersection q

sometimes points a physically improbable position (e.g. un-

der the floor or above the ceiling). In this case, we calculate

a compromised point to determine the final location of the

sound source. Fig. 4(b) shows how to obtain the compro-

mised point q′. When q is physically improbable, a points

m1 and m2 are derived from p1 and p2 as the intersections

of a pre-determined height h. In the proposed system, h is

160cm which is close to the average height of a mouth of a

user. The compromised point q′ is determined on the straight

line m1m2, so that q′ divides m1m2 by the ratios of p1 and

p2.

3. 3 Sound Source Separation (SSS) with Multiple

Arrays

The proposed system uses one of the former approach,

delay-and-sum beamforming [11], since the position of sub-

array is fixed. This method produces less distortion than sta-

tistical techniques; moreover, it requires few computations.

In the delay-and-sum beamforming, multiple signals arriv-

ing to microphones with time differences are superposed so

that the phase differences are adjusted by delays. As shown

in Fig. 5, the phase difference is calculated from estimated

sound source location. Thus, only the sound from a specific

Fig. 6 (a) Experiment environment and sound source positions.

(b) List of available commands.

location is enhanced by the superposition principle. Since

the method uses mathematical summation only, we can apply

distributed processing using multiple arrays over network.

4. Evaluation

4. 1 Overview of Experiment

We have integrated the proposed microphone array net-

work to CS27-HNS hands-free voice interface (see Section

2. 3). We have conducted an experiment to evaluate accu-

racy of the SSL and speech recognition rate. Five subjects

participated in the experiment, each of the subjects speaks

18 voice commands of operating CS27-HNS. Fig. 6(a) shows

the experimental environment. Evaluation was performed

at 10 different locations in the room shown in Fig. 6(a).

For each location, we measure the recognition rate of voice

commands and the error of SSL.

At the locations from no.1 to no.5, we compare two envi-

ronment setting; one is noisy and the other is calm, to see

the tolerance of noise. In the noisy environment, TV sound

is used as the noise source. Fig. 6(b) enumerates the voice

commands that subjects speak in the evaluation. The voice

commands involves the ones that starts or terminates the

system, and the ones that turns on / off the appliances.

4. 2 Speech Recognition Ratio

Fig. 7 shows the recognition ratio in each location. The

horizontal axis represents the location number illustrated in

Fig. 6(a). The vertical axis is the average recognition rate

of the five subjects. In the locations from no.1 to no.5, the

recognition ratios in the noisy environment are also shown.

The graph shows that the recognition ratio was about 80%

in the close range. Even within 5.0m in radius, over 70%

recognition rate was achieved. In the noisy environment,

recognition rate slightly decreased to 5% to 10%.

Fig. 8 shows the coverage of the proposed system based

on the recognition rate. The area where the recognition rate
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Fig. 7 Recognition rate in each location.

Fig. 8 Coverage of proposed system based on recognition rate.

is over 70% is represented by the outer circle, and the one

over 80% is drawn in the second circle.

The innermost circle shows the coverage of the previous

prototype with a single array, in which the recognition ratio

is about 60%. It can be seen from Fig. 8 that the recogni-

tion rate and the coverage has been expanded dramatically

by the increase of the number of microphone arrays.

4. 3 Accuracy of SSL

Fig. 9 shows the absolute error of sound source localiza-

tion for each location. The vertical axis is the average error

of five subjects. Here the error means a three-dimensional

norm between estimated position and actual position of the

sound source.

Fig. 10 shows the coverage of the proposed system based

Fig. 9 SSL error in each location.

Fig. 10 Coverage of proposed system based on SSL error.

on the SSL error. In the locations no.1 - no.4 and no.6 - no.7,

the error is around 1 m. These locations are within 2 m in

radius around the sub-array, as shown in the innermost circle

in Fig. 10. The error is more than 2m in the location no.8 -

no.10, as the distance from the sub-array becomes larger. In

Fig. 10, the second circle indicates the coverage where the

error is within 2m. The outer circle also indicates the area

with 3m error.

In the noisy environment, the error is slightly increased

from 8cm to 40cm. This means that the interference of the

noise to SSL in closer range was relatively low.

In summary, the following facts were shown in the experi-

ment. When applying to the HNS service that requires high
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recognition ratio, the proposed system with four sub-array

can cover a range of 5m as shown in Fig. 8. As for the ser-

vices that requires accurate sound source localization (e.g.,

location-aware voice control), the coverage is around 2m.

5. Related Work

Voice interface with a microphone array is also useful in

noisy environment such as outside of building. Oh et al. have

proposed a hands-free voice communication system with a

microphone array for use in an automobile environment [12].

They have aimed to realize a reliable speech recognition in

noisy automobile environment for digital cellular phone ap-

plication. This study has common purpose with our study

that hands free operation for practical applications. Our

system should obtain more reliable for noisy environment by

introducing their system.

European Media Laboratory has proposed a smart home

voice controller using a mobile phone [13]. In this system,

a mobile device is used as a close-talking microphone and

voice recognition module. Therefore, their whole system

is implemented physically-compact compared with common

microphone array device including our developed system.

Their “compact and mobile” system and our “ubiquitous

and mounted” system should be used for different purposes.

Because microphone array device included in our proposed

system is wrapped as a service, we can easily apply the mo-

bile phone as voice recognition module.

6. Conclusion

In this paper, we developed a hand-free voice control for

smart houses using the microphone array technology. To im-

prove the recognition rate and coverage limitations of the

previous prototype, we have increased the number of sub-

array to four. The algorithms of sound source localization

and sound source separation were also revised to adapt mul-

tiple sub-arrays. The experimental evaluation in an actual

HNS environment showed that the proposed system could

significantly improve the coverage and the recognition rate.

Our future works include evaluation of voice activity de-

tection and sound source separation. Also, we compare the

performance by different placement configurations of the sub-

arrays.
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